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ABSTRACT - With the recent advancement triggered in the field of the automated territory control and monitoring, the usage of the 

remote sensing acquisition has reached a new level of acceptance. Furthermore, the unmanned aerial vehicles (UAV’s) based 

automation also gained popularity with respect to real time application in scene identification, land classification etc. The reason for 

the manifestation of UAV is their ability to acquire high resolution data irrespective of the geographical areas even if it is inaccessible. 

The size of the UAV and its flight capability with ease of use has been manifested as the reason for the consideration of the detailed 

image acquisition even with limited coverage zones. The adaptation of the image processing techniques on the UAV images for the 

application-oriented environment is found to be a surging research with the growth in the machine learning, artificial intelligence and 

deep learning because of the abstraction which can be achieved through diverse features of the UAV images without the assistance of 

human. However, the potential research field encountered variety of problem in deep learning techniques dedicated for the UAV scene 

classification system because of improper image processing (pre-post), computational redundancy in the deep learning framework, 

uncertainties in the feature extraction and GUI for the deployment. In addition to the framework issues, the hyper parameter tuning in 

the deep learning algorithms were also limited with its non-dominant solution. In order to overcome the aforementioned issues with 

UAV scene classification, in this research a deep learning framework optimized with particle swarm optimization algorithms was 

developed with marginal processing techniques and feature extraction paradigm. To evaluate the performance of the proposed model, 

two open-source UAV datasets were used. The experimental results proved in comparison to all existing methods that the proposed 

PCNN framework has a maximum accuracy of 98.7%. The proposed model has been successfully deployed for usage in a GUI with 

the help of serialization for scene categorization in real time. 

KEYWORDS – Convolutional neural networks Deep learning, Machine learning, Particle Swarm Optimization, UAV. 

I. INTRODUCTION 

Remote sensing is a wide sense concept with its application handed over in most of the areas ranging from object 

identification, land classification, scene classification, object recognition, monitoring, and energy over area measurement, information 

gathering etc which helps in application-oriented fields such as military, agriculture, medicine etc. To understand the importance of 

remote sensing, it is mandatory to know the variants on to which it is adapted. They are active way of remote sensing and passive way 

of remote sensing. In active sensing, the signal is emitted through the sensing devices such as satellites, aircraft sensors and the 

reflected pulse from the objects is analyzed for evaluation. Active sensing technique is considered advantageous because it can be 

used in day or night without depending on any geographical constraints, or direct contact [8-10]. The problem with the active way of 

sensing is originated only from its demand on the energy source of the pulse emitted through the sensors. Some common examples of 

the active remote sensing techniques are Radars, Light Detection and Ranging (LiDAR). In both these use cases, the radio waves are 

emitted through the sensors to fetch information about the target. On the contrary, passive remote sensing technique acquire 

information from the target intended on the energy originated from the target itself such as sun ray, electromagnetic energy etc. The 

exploitation of the target energy source makes its more accessible and less energy demanding over the active remote sensing 

techniques [2]. One among such passive remote sensing technique is UAV. UAV are originally developed for usage in the military for 

the surveillance and are designed to be “on-demand” technique. The initial use case made it with many characters starting from 

economical cost, easy usage, customization ability, etc. The imaging sensors placed on the UAV are also found appropriate according 

to the requirements. In addition to its surpassed usage in military, it is found optimally enough to be considered in the supporting 
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satellites to cover the demographic areas which are inaccessible with its ability to detailed scanning procedure. They are able to collect 

high resolution spatial images. The flexibility of the UAV with remote control made it possible in complex acrobatic group flights as 

well. Even with the problem of limited coverage zones, the UAV maintained its advantage by collecting the data in a timely manner 

which makes it wide coverage possibility. With the aforementioned potentialities, UAV are opted over airborne platforms for the data 

acquisition. The application of the UAV images among the research community is found to be standout. Some of the use cases are 

listed below. UAV framework for the cartography domain over the urban or rural location is presented initially [1] from the UAV 

imagery. With the application of any pattern matching algorithms, cadastral plain over the terrain areas can be easily identified. UAV 

imagery is also used for 3-D mapping system with the images collected from UAV with the support of the laser scanner and inertial 

measurement unit, and Global positioning system [2]. The active way remote sensing technique such as RADAR is also made possible 

with the help of UAV system with its hand over map-drift algorithm [3]. In addition to passive replacement, vision path planning 

system is also made possible with UAV especially in GPS denied environment. [4] Navigation systems are also deployed based on 

UAV drones collectively for the indoor environments for industrial applications [5]. The application of UAV in inspection in recent 

years even for the crowd management is found feasible [6]. Furthermore, online inspection video monitoring system for industrial 

installations based on aerial collaborative communications between small UAVs. Concerning public safety, UAV aerial support 

provides a very adequate system to acquire information in unreachable areas. Aside from guaranteeing the safety of human operators 

from direct contact with danger in emergency from the aforementioned application, it is evident that for the scene / land classification 

UAV imagery are found notable [7]. 

In recent years, the advancement with the artificial intelligence and machine learning has increased the application of the 

UAV in monitoring system and recognition/classification system [11-13]. In UAV scene classification using deep learning algorithms 

[26-28], the problems persist starting from the processing techniques employed, with parameter tuning issue and usage issues. With 

aforementioned issues as core, the proposed framework model is developed in this research with reduced computational redundancy 

and ease of use. In regard to ssolution on existing system; following contributions are made in the proposed model: 

 The first one recalls the issues related to the image processing techniques. In the proposed framework in addition to the original 

UAV images, different imaging variants such as Hue Saturation Value images are also equipped for the scene classification by 

keeping the satisfactory classification accuracy in mind. 

 The second one is that adaptation of better feature extraction algorithms which covers the entire information about the image 

pixels. The features considered in the proposed work are relevant to scene classification such as shape, texture and edge features. 

 The third one is related to multilabel classification. As hinted earlier, usually imagery analysis and classification applications for 

data acquired over land classification are composed by different scenes. In order to address this, we extend the interest into 

describing several classes at the same time. Therefore, multilabel approach presents an alternative to the single object description 

making the classification task more informative and generalized 

 The fourth one is centered on the hyper parameter tuning of the features in CNN which is addressed through incorporation of the 

particle swarm optimization algorithm  

 The fifth one recalls the ease of use of the proposed model, for which a ready to executed graphical user interface is developed 

after the training of the deep learning framework using tkinter.  

II. Literature Survey 

In this section, the recent literature related to the UAV scene classification is depicted. The research papers considered in the 

survey are correlated to scene classification irrespective of the imagery with respect to deep learning, machine learning and AI 

domains.  Jing Liang et al. [11], proposes a convolution neural network based paralleled classification of forest trees. In their work, 

they used hyper spectral image taken by unmanned aerial vehicle. They utilized two types of neural network for classifying spacial 

features. One-dimensional convolution neural network and two-dimensional convolution neural network are fused for extracting 

features and for classification task. The predicted result shows that they need to more focus on reducing noise in the image which 

affects the model performance. Aghila Rajagopal et al [12], projected a system which classifies scenes based on deep learning. The 

deep residual network is adapted for feature extraction from images acquired by unmanned aerial surveillance system. They deployed 

self-adaptive global best harmony algorithm to avoid configuration error which cause at manual parameter tuning. They tested the 

system with two open-source dataset and their technique reaches best accuracy than the other techniques mentioned in their literature.  

Christos Kyrkou et al [13], presented a disaster management and emergency response application which capture images 

using drones. They integrated deep learning with their unmanned aerial vehicle to reduce the complexity of critical decision making in 

real-time. They analyzed existing approached for image classification and at the end they selected convolution neural network. They 

developed a real-time embedded system for achieving the goal. They suggested expanding dataset for increasing different scenarios. 

Leila Hashemi-Beni et al [14], applied a combination of convolution neural network and region growing algorithm for classification 

flood affected areas from optical imagery. The effective use of convolution neural network classifies the flooded areas. The vegetation 

area which is not visible in normal digital visualization is extracted using region growing method. They tried to increase their 

performance of their model by adding data augmentation in training process. The system trained with small dataset and it fails to 

extract flooded area with dense canopies. 
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Baojia Du et al [15], used multiple machine learning algorithm for classifying wetland plant communities. The hyper spectral 

image captured by unmanned aerial vehicle is segmented and features extracted from it for applying machine learning. They used 

object-based analysis on images which reduced the errors occurred in pixel-based analysis method and can acquire 9 to 15% 

improvement in the performance. The classification algorithms random forest, super vector machine and random forest are 

implemented in their system for identifying wetland plant community.  Manjit Hota et al [16], proposed a power line detection system 

using convolution neural network. This system classifies the images with and without power line. The multi-spectral image captured 

by unmanned aerial vehicle is segmented with different networks like SegNet, U-Net and PSPNet. According to the test scenarios 

they identified that U-Net performed well than other techniques. The system was not capable of acquire depth information from input 

image; it slightly affected the system performance. The processing time was very high and they suggest a PC with better specification 

for increasing efficiency of the model.  

Marks Melo Moura et al [17], designed a forest species identification system for Amazon Forest. High resolution images 

obtained using unmanned aerial vehicle is used in their system for species classification. They used six different species data for 

training model using Keras and Tensorflow packages. They noticed that the reduction and increase of threshold value affect the 

performance of model. Bilel Benjdira et al [18], used two deep learning approaches namely YOLOv3 and Faster R-CNN to detect car 

from image taken by unmanned aerial vehicles. High resolution camera is used for capturing high quality images for processing. The 

quality of the images increases the performance of the proposed system. They divided the image into different segments with the help 

of bounding boxes their system locates car position and mark box over it. It achieves more than 95% accuracy for the two models 

after testing. The images taken in different lighting conditions cannot perform well in their system and also general vehicle categories 

are only in the dataset. They suggest that the dataset to be added with other categories of vehicles and images with different lighting 

scenarios for improving accuracy. 

Shuang Zhang et al [19], applied a combined approach of extracting high level and low-level features from hyper spectral 

image to improve the classification performance. For high level features extraction, they used convolution neural network and for low 

level feature extraction super vector machine is used. Their fusion strategy open ups new ways to improve the accuracy of 

classification. The major limitation of the proposed system was the misclassification happens for images with shadows. Aghila 

Rajagopal et al [20], proposed a scene classification model based on deep convolution neural network. The adoption of multi 

optimization model enhances their system performance. They used two datasets namely UCM and WHU-RS for training model. Their 

system initially captures high quality videos and converting it to several frames for further processing.  

Lihong Su et al [21], investigate the usage of five different convolution neural network models remote sensing image 

classification. AlexNet, ResNet, VGG16, SqueezeNet and pruned VGG16 are the widely used algorithms adapted in the proposed 

system. The system classifies coastal beaches from the remote sensing images. The fully convolution approach leads to high impact in 

the overall accuracy. Giovanna Castellano et al [22], developed a human crowd detection system using aerial image dataset. The 

system was designed to implement in aircraft and similar platforms to detect safer places for emergency landing. They said that for 

real-time response a dedicated hardware setup with GPU is required. The computational requirement of their system is very huge. 

They applied single loss and two loss function for cardinality prediction of crowd. They didn’t test their system in real world which 

increases the practical implementation complexity.  The study conducted by Ulzhalgas Seidaliyeva et al [23], solves the linear depth 

problem by implementing augmentation technique. The proposed system uses ResNet-34 for classification process. Deep 

convolutional residual neural network is the framework used by them for processing loaded and unloaded images captured by 

unmanned aerial vehicle. They took more focus on pre-processing step to reduce the chance of data loss. The proposed system only 

utilized single algorithm and they had a plan to use multiple algorithms like ResNet-50, ResNet-152 and ResNet-101 for classification 

and it will be useful for comparison of accuracy and loss.  Rong Xiao et al [24], introduced a semi supervised approach for 

segmenting road scenes. There system is capable to extract scene information like vehicles; zebra crossing, road line etc. form the 

remote sensing images.  Semi supervised full convolutional neural network solves the problem with unlabelled data in the 

experimental dataset they developed. There system shows more accuracy than traditional architecture based on fully convolutional 

neural network. 

From the literature, it is evident that most of the existing systems faced potential issues in the hyper parameter tuning even 

with better output. The computational complexity and usage of the system setup with graphical processing unit is made mandate. 

Moreover, the spatial importance to the image processing techniques is not considered with the work relying only on the nominal data 

set.  

III. Methodology 

In this section, we present the methodology of the proposed model for the UAV scene classification. We presented the methodology 

as a hierarchical paradigm including 
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 Pre processing 

 Feature Extraction 

 Proposed CNN 

 PSO Optimized CNN 

 Post Processing 

 GUI based Execution  

 

This paper proposes a P-CNN algorithm technique for managing the classification accuracy. Block diagram of the overall 

system is shown in Figure 1.The information about individual unit of the paradigms depicted below. The pre-processing technique is 

opted first over the collected open-source images to make it uniform and trans-formative in nature. The pre-processing does not rely 

on any image segmentation technique or filtering since its working on the high-resolution UAV images. The processed images are 

given to feature extractor where useful information for classification is extracted using image processing algorithm. The extracted 

features are fed as input to CNN for training. The model features from the last pooling layer of the CNN are taken out and given as 

input to PSO CNN for better selection and are then passed to classification learning for the training and testing to achieve better 

accuracy Moreover, the PSO is also used for the selection of optimal tuning parameters during the course of training.  

 

 

Figure 1.  The flow chart of the system 

A.  Pre-processing 

 

The rational motive for the consideration of pre-processing technique is not filtering, but also to include different variants of 

image source for the classification training process. In rare instances, the scenes acquired by the image sensors on a UAV may not be 

clear. The possible object areas are further processed in the following steps. This phase enables the frame region to be processed and, 

in some cases, to alter or skip frames with no possible object areas. Since some images will not be taken under proper illumination, 

we are also using HSV images as shown in   Figure 2.So, we don’t miss necessary features. The images from two different sources are 

used which are deliberated in the data description section which are of different sizes. By employing the pre-processing technique all 

the images are made of uniform size. 

 

  Figure 2. HSV images 
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B.Feature Extraction 

The process of creation of the feature space by mapping the image pixels or groups is called feature extraction. The 

importance of the feature extraction is pivotal as it is the deciding factor in the performance of the classifier. Some of the image 

processing algorithms employed for the feature extraction are Haar, Scale Invariant Feature Transform, Histogram of Gradients, Local 

Binary Pattern Histogram etc. The recognition framework with better feature descriptors have enabled the capability of the deep and 

improved neural network architectures in the recent years [29-33].  In general, beside image processing algorithms, generic feature 

extractors are also found in modern day CNN [30]. The reason for the consideration of the feature extraction technique in the 

proposed model is to reduce the number of resources for training without losing any critical or relevant information from the images. 

For shape features we are using canny edge detection as shown in Figure 3. As the name suggests, the canny edge detection uses multi-

stage algorithm [32] to detect edges in the images which is important in scene classification. The second set of features is associated 

with texture of the image pixels.  For the texture features we are using Haar and LBP. LBP is used to obtain image miniature features 

as shown in Figure 4 and to get overall features as shown in Figure 5 which helps to classify easily. LBP has been found to be a 

powerful feature for texture classification; it has further been determined that when LBP is combined with the Histogram of oriented 

gradients (HOG) descriptor, it improves the detection performance considerably on some datasets. 

 

Figure 3.showing the shape features extracted from the image 

 

Figure 4.showing the texture features extracted from the image using LBP 

 

Figure 5.Showing the texture features extracted from the image using HAAR 

C.  Proposed image classification algorithm 

This section depicts the CNN created in the proposed model for the UAV scene classification. CNN is nothing more than a 

normal feed forward neural network without backward propagation capability. The CNN consist of nominal three layers input, hidden 

layer and output layer. The layers of the proposed CNN model are depicted in Figure 6. Operation complexity of the CNN originates 

from multiplication of the input with network weight, transformation and error calculation. Different from the regular neural 

networks, a neuron in a CNN is only connected to a small number of neurons in the previous layer that are called local receptive 

fields. Furthermore, neurons in a layer are arranged in three dimensions: width, height, and depth. CNNs are primarily designed to 
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encode spatial information available in images and make the network more suited to image focused tasks [24]. Regular neural 

networks struggle from computational complexity and over fitting with an increase in the size of the input. In contrast, CNNs 

overcome this problem through weight sharing. Weight sharing is a mechanism by which neurons in a Convolution Network are 

constrained in a depth slice and use the same learned weights and bias in the spatial dimension. These set of learned weights are called 

filters or kernels. A typical CNN architecture as shown in Figure 6 is a cascade of layers mainly made from three types of layers: the 

convolutional, pooling, and fully connected layers. After the images are preprocessed in the previous stage, the classification process 

will take place using CNN model. CNN contains many such layers comprising of (convolution layers, activation layers, batch 

normalization, pooling layers and a dropout layer) and then followed by flatten and dense layers. For the objective optimizations of 

the features in the proposed model, the PSO technique is used in the subsequent phase, the PSO technique known as P-CNN is used in 

the subsequent phase.  

 

Figure 6. The Basic Structure of the Proposed CNN 

 

 D.  PSO Optimized CNN 

Figure 7 depicts the PSO optimization in the proposed deep learning framework. PSO is a population-based algorithm that 

works on the idea and inspiration of bird flocks, fish schools, and other swarms. The name “Particle Swarm Optimization “comprises 

three words: Particle, which denotes a single entity or solution of a huge problem; Swarm, which denotes any problem that is 

computationally very expensive and cannot be solved without optimization; and Optimization, which marks the finding of a best 

solution for a given problem. In the last stage, classification, the finalized selected features are classified and tested. In the proposed 

model, the features learned by the CNN are taken out of the last pooling layer to prevent the Softmax layer from classifying them. 

These features are optimized using PSO. The selected features are then passed onto the classification learner where they are tested and 

classified using various classifiers.  

E. Post Processing 

Post processing is the process before graphical interface creation in which the trained model which is enhanced through PSO 

are stored locally using serialization technique which can be used on the prior of the Graphical user interface. On the data or feature 

level, in the proposed method processing post the training or evaluation is not performed. But at the framework level, the trained 

model is stored as serialized binary object in the post-processing stage for its usage in the GUI level. 

 

http://www.jetir.org/


© 2022 JETIR January 2022, Volume 9, Issue 1                                                            www.jetir.org (ISSN-2349-5162) 

JETIR2201479 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org e580 
 

 

Figure 7. The flowchart of PSO that optimizes CNN 

E. GUI Based Classification 

 In this section, the GUI created for the usage of the proposed model is depicted. The saved P-CNN model from the post 

processing stage is given as input for prediction. The user is allowed to browse images.  The images should be re-sized to 256*256 

before giving it as input as it is the mandate size governed during the course of the pre-processing in the proposed system.After the 

predict button is pressed the image is classified to the required class. The P-CNN is effective for wide range of classes as resulting to 

the contribution initially discussed regard to multi-label classification. Figure 8 (a) shows the front end of prediction and Figure 8 (b) 

shows the predicted class for browsed image. 

 

(a)                                                             (b) 

Figure8 (a):  GUI for P-CNN model for image prediction (b): Predicted image from P-CNN model 

IV.EXPERIMENTS AND RESULTS 

In this section, the result and analysis of the proposed CNN model with descriptive information over the data set considered 

for the experimentation is depicted.   

A. Dataset Description: 

For this work, we have used two datasets. First the UC Merced (UCM) Land Use Dataset and the second WHU-RS Dataset, 

both of which are open access datasets. The first one was compiled by extracting successive frames from different videos of ski areas 

captured by UAVs freely available on the web. This dataset has a total of 100 frames. Resolution of the images is 256 x 256. The 

WHU-RS dataset consist of 950 images with source size of 600x600. The number of classes in the UCM is found to be 21 as that of 

WHU-RS is 19. Table 1 contains the specification of the data set considered in the proposed framework. Sample Images of the both 

datasets are shown in figure 9 (a) and (b) respectively. 
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Table 1: Dataset Details 

Parameter UCM dataset WHU-RS dataset 

Types 21 19 

No of images 100 950 

Pixel size 256*256 600*600 

 

 

(a)                                                                       (b)                   

Figure 9. (a): Sample Images from the UCM Dataset (b) Sample Images from the WHU-RS Dataset 

B. Setup  

As explained earlier, since our dataset is small and objects of interest are among the different classes onto which P-CNN- is 

trained, we have used the image processing algorithm as a feature extractor. Moreover, for optimal selection of the features for 

training and tuning PSO is employed. For this purpose, we removed the pooling layer of the network. A forward propagation of zero 

center normalized image of size 256x256 through the network outputs a vector of image descriptor elements. The research is 

implemented using python programming language on windows operating system assisted personal computer with 8GB physical RAM 

without any GPU support which marks the advantage of the computational redundancy and complexity. 

 V. Result Analysis 

Figure 10 shows the performance of the PCNN approach in comparison to several pre-trained CNN models. The improved 

classifier accuracy demonstrates the effectiveness of pre-trained CNNs in classifying scene datasets. The researchers employed two 

datasets.MLP does not fare well with Image classification because spatial information is lost. SVM choosing kernel could be a 

problem for all kind of data these findings demonstrated that the suggested model produces superior classification results when 

applied to the datasets in question. All previous strategies are outperformed by the proposed model. The P-CNN method is 

significantly more accurate than other previously proposed methods.  

http://www.jetir.org/


© 2022 JETIR January 2022, Volume 9, Issue 1                                                            www.jetir.org (ISSN-2349-5162) 

JETIR2201479 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org e582 
 

 

Figure 10.Bar chart showing the aaccuracy of PCNN model over different models. 

VI. CONCLUSIONS  

The identification of scenes from remote sensing images was very complex task with older techniques. The introduction of 

UAV open ups the new technology for capturing images from less height. Several methodologies for processing and classification 

objects and scenes from image captured by UAV are discussed in literature review. This proposed system takes a different analysis 

and detection approach for eliminating the issues happens to the older methods. The high-quality spatial image with high resolution 

acquired by the UAV contains huge amount of information which helps for better prediction of scenes. The classification issues are 

solved by implementing PSO and CNN techniques as a combination.  And, to some extent, classification efficiency has improved in a 

short period of time, with a number of problems in scene classification successfully overcome to attain high accuracy. The extra steps 

taken in the pre-processing phase makes an impact on system performance. The machine learning model utilized two well-known 

datasets (UCM and WHU-RS) for training and testing. The performance analysis after testing shows that application of PCNN 

technique can achieve 98.7% accuracy compared to all the other methods. It proves that the model performs well than other models 

mentioned in the literature review. The integration of GUI with the system improves the reliability and usability of the system. In 

future, the dataset size is to be increased for increasing training accuracy. Multiple algorithm implementations in a combined form 

also can bring more effectiveness in scene classification. 
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